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Abstract 20 

This article presents a methodology for planning new water resources infrastructure 21 

investments and operating strategies in a world of climate change uncertainty. It combines a 22 

real options (e.g., options to defer, expand, contract, abandon, switch use, or otherwise alter a 23 

capital investment) approach with principles drawn from robust decision-making (RDM). 24 

RDM comprises a class of methods that are used to identify investment strategies that 25 

perform relatively well, compared to the alternatives, across a wide range of plausible future 26 

scenarios. Our proposed framework relies on a simulation model that includes linkages 27 

between climate change and system hydrology, combined with sensitivity analyses that 28 

explore how economic outcomes of investments in new dams vary with forecasts of changing 29 

runoff and other uncertainties. To demonstrate the framework, we consider the case of new 30 

multipurpose dams along the Blue Nile in Ethiopia. We model flexibility in design and 31 

operating decisions – the selection, sizing, and sequencing of new dams, and reservoir 32 

operating rules. Results show that there is no single investment plan that performs best across 33 

a range of plausible future runoff conditions. The decision-analytic framework is then used to 34 

identify dam configurations that are both robust to poor outcomes and sufficiently flexible to 35 

capture high upside benefits if favorable future climate and hydrological conditions should 36 

arise. The approach could be extended to explore design and operating features of 37 

development and adaptation projects other than dams. 38 
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1. Introduction 43 

 44 

The planning of large water resources infrastructures and other similarly long-lived 45 

development projects is fraught with uncertainty. The demographic and economic changes 46 

that are anticipated to occur over a span of decades influence the types of water investments 47 

that are thought to be needed, as well as how and when such investments should be 48 

constructed [Maass et al., 1962]. Such infrastructure will be built over a planning period 49 

during which the effects of climate change will unfold, and planners are now forced to 50 

confront the challenges arising from predictions about climate change and its potential effects 51 

on hydrological systems. Numerous researchers have speculated about the implications of 52 

such combined socio-economic and climatic changes for water resources availability and 53 

management over the coming century [Alcamo et al., 2007; Arnell, 2004; Vorosmarty et al., 54 

2000]. There is widespread consensus that new, improved planning methods are needed to 55 

address such deep uncertainty. 56 

 57 

Water resources planning models typically require the planner to assign ex ante probabilities 58 

to possible future states of the world in order to identify optimal or near-optimal solutions, 59 

usually expressed in terms of expected outcomes. In practice, though, it may be difficult to 60 

determine or justify such probabilities [Hobbs et al., 1997; Lempert and Groves, 2010]. In 61 

such circumstances, if no single infrastructure or management strategy dominates others 62 

across a range of plausible future conditions, it becomes difficult to provide compelling 63 

guidance on what should be done. In this paper we offer evidence that such non-dominance 64 

can easily occur in real-world water resources infrastructure planning problems, based on a 65 
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specific application to hydropower investments in the Blue Nile. We suspect that such non-66 

dominance is probably the norm rather than the exception, given the deep uncertainties 67 

affecting the economics of long-lived investments in an era of climate change.  68 

 69 

Faced with this reality of deep uncertainty over the planning horizon, we develop and 70 

demonstrate a different modeling approach for water resources infrastructure planning. The 71 

approach combines certain principles of robust decision-making (RDM) with simulation of 72 

the economic performance of infrastructures characterized by a range of real options 73 

(definitions for italicized terms follow and appear in the supplemental lexicon attached to this 74 

article). We consider real options to be features of infrastructure or managerial systems that 75 

allow recourse, that is, changes in the physical configuration or operations of infrastructure 76 

facilities to respond effectively to conditions that vary over time (e.g., options to defer, 77 

expand, contract, abandon, switch use, or otherwise alter a capital investment) [De Weck et 78 

al., 2004; Maqsood et al., 2005; Trigeorgis, 1996; Wang and de Neufville, 2006]. These 79 

options may arise from the inherent operational flexibility associated with different 80 

infrastructure designs, or from the possibility of delay or modification of investments until a 81 

time when more or better information on performance is obtained [Steinschneider and 82 

Brown, 2012].  In most other planning approaches, the value of such adaptation options is 83 

assessed using risk-based methods in which specific assumptions are made about the 84 

probabilities of future states of the world.  85 

 86 

RDM refers to a class of methods that are used to identify robust strategies, or strategies that 87 

perform relatively well, compared to the alternatives, across a wide range of plausible future 88 
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states of the world [Groves and Lempert, 2007]. In this paper we present a combined 89 

approach that can help decision-makers better understand how the simulated economic 90 

outcomes for a potential new planning alternative (e.g., a specific combination of design 91 

features and operating rules, also referred to as an alternative for brevity) vary across a set of 92 

plausible future scenarios. Here and elsewhere, we use the term scenario to describe a unique 93 

combination of runoff and water demand conditions. This definition of “scenario” could be 94 

generalized to a larger set of “deep” uncertainties (e.g. social, political, environmental) for 95 

which well-specified probabilities may not exist [Knight, 1921]. We consider climate and 96 

development uncertainties because they are a current focus of attention among scholars 97 

[Dessai and Hulme, 2007; Morgan et al., 1999]. In many regions, for example, the 98 

predictions of climate models do not agree in terms of changes in precipitation, even within a 99 

single emissions trajectory. Similarly, predictions of the evolution of water demands over a 100 

long time horizon have often been spectacularly inaccurate [Gleick, 1998]. 101 

 102 

We do not try to determine economic optimality across alternatives in a formal sense because 103 

we do not believe systems-optimization approaches are likely to be compelling to decision 104 

makers. This is because: (1) we find that no single alternative dominates others across a 105 

range of plausible future scenarios; and (2) we believe that neither decision makers nor 106 

planners are likely to be satisfied with optimal choices that follow from assignment of 107 

essentially arbitrary probabilities to future changes in hydrology and anticipated water 108 

demands. Even more flexible optimization methodologies -- such as stochastic optimization, 109 

robust stochastic programming, robust optimization, or sampling stochastic dynamic 110 

programming -- suffer from such limitations [Mulvey et al., 1995; Sahinidis, 2004; Sen and 111 
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Higle, 1999; Vicuna et al., 2010]. Indeed, it makes little sense to speak of optimal 112 

alternatives if optimality depends on what is assumed about a highly uncertain future. 113 

 114 

Instead, our approach begins with enumeration of the sources of uncertainty inherent in the 115 

planning problem, and then partitions these uncertainties according to whether they are best 116 

characterized as “probabilistic risk” or “deep uncertainty.” Next, the ranges for both 117 

probabilistic risks and deep uncertainty) and the distributions for probabilistic risks are 118 

specified; deep uncertainties are modeled as unique and separate scenarios within which the 119 

probabilistic risks apply. The approach then uses Monte Carlo simulation, applied within a 120 

specific future scenario, to produce the downside risk (10th percentile of the cumulative 121 

distribution of simulated Net Present Value (NPV)), expected value (mean of the NPV 122 

distribution), and upside potential (90th percentile of the NPV distribution) of alternatives 123 

comprised of different design features [Cardin et al., 2007; Dixit and Pindyck, 1994]. 124 

Finally, rather than further aggregating these performance indicators for a particular 125 

alternative by assigning probabilistic weights to the plausible scenarios [Brekke et al., 2009; 126 

Hobbs et al., 1997], the indicators are transformed into relative measures of downside, 127 

expected, and upside performance that facilitate comparisons across the “deep” uncertainty 128 

scenarios using RDM principles. This transformation is achieved by normalizing the 129 

aforementioned indicators for all alternatives, by the values of the highest-performing 130 

alternative in a particular scenario. 131 

 132 

The fact that we attempt to incorporate non-probabilistic uncertainties into our decision 133 

framework in this way, using scenarios, does not resolve the basic problem of deep 134 
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uncertainty. By definition, such uncertainty cannot be fully anticipated and planned for, and 135 

cannot be represented in the choice of modeled scenarios. In addition, as we will show, 136 

applying this combined RDM and real options approach will not yield a simple decision rule 137 

when deep uncertainties rule out the possibility of a dominant alternative across modeled 138 

scenarios. Nonetheless, application of the decision framework does provide information on 139 

the tradeoffs between upside potential (and expected value) and downside risk, within and 140 

across a variety of possible future conditions. This tradeoff is important because some 141 

decision makers may be risk averse and especially concerned about downside outcomes 142 

[Harou et al., 2009], while others may play a high stakes game that maximizes upside returns 143 

[Whittington et al., 2014].  144 

 145 

The next section describes this combined real options and RDM-based decision-analytic 146 

framework in more detail, and how it can be applied to water resources planning problems. 147 

Section 3 presents the Blue Nile application. It begins with a summary of the hydropolitical 148 

context, and then describes the specific models and assumptions of the analysis, including the 149 

definition of scenarios. We then explain the alternative designs included in our analysis. 150 

Section 4 reports the case study results.  In Section 5 we discuss the implications of the 151 

analyses and offer some more general observations.  152 

 153 

2. Evaluation framework: Combining real options and RDM methods  154 

  155 

The process of planning large-scale water resources investments has long been 156 

conceptualized to be a staged problem in which the ability to revise or amend initial 157 
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decisions (i.e., recourse) plays an important role [Erlenkotter et al., 1989; Howe, 1971; 158 

Maqsood et al., 2005]. Some of the decisions made during this process allow greater 159 

flexibility to respond to future uncertainties than others. For example, initial location and 160 

design decisions will influence the potential for modification of reservoir filling rates (in the 161 

short term) and long-term operation. The analytical framework presented below is developed 162 

to accommodate the adaptive flexibility provided by such real options [Gill, 2013], while 163 

also enabling comparisons of the economic value of water resources plans that contain 164 

different combinations of design (e.g., infrastructure selection, sequencing, sizing) and 165 

operational features (e.g. water release rules). We next present the mathematical framework 166 

that underpins our analysis and specify a set of metrics that are used for comparing the 167 

outcomes of different planning alternatives.  168 

 169 

We begin by assuming that a given alternative can be considered ex ante to produce a 170 

distribution of potential economic outcomes, as measured by the net present value (NPV) of 171 

the system-wide incremental changes it generates within a water resources system (e.g., in 172 

hydropower produced, or irrigation water demands met), relative to the counterfactual system 173 

without that infrastructure. This NPV distribution results from a well-characterized set of 174 

uncertainties that can be specified in probabilistic terms. In our example application this set 175 

includes all parameters contributing to costs and benefits other than system water demands 176 

and runoff conditions (see Supporting Information for details). Importantly, to obtain these 177 

NPV distributions, deep uncertainties must be assumed away; in other words, the 178 

distributions of outcomes are generated under a specific set of circumstances (e.g., a specific 179 

climate or water demand regime). Using Monte Carlo methods, analysts take repeated 180 
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random draws from well-specified distributions of the uncertain parameters that contribute to 181 

economic outcomes [Whittington et al., 2012]. If every parameter contributing to NPV were 182 

deemed to be subject to deep uncertainty (i.e., no probability distributions could be 183 

specified), Monte Carlo simulation would become impossible, and relative comparisons 184 

would have to be guided purely by principles of RDM. 185 

 186 

Following the generation of NPV outcome distributions, real options analyses typically focus 187 

on indicators of the performance of different investment paths, specifically measures of 188 

downside, average, and upside value [Dixit and Pindyck, 1994]. These indicators apply to a 189 

planning alternative j in a given (assumed) planning scenario i. These scenarios correspond 190 

to plausible states of the world that are characterized by deep uncertainties, or that cannot be 191 

expressed in probabilistic terms (for example, our application considers climate and water 192 

demand conditions to be of this nature). We focus on the following indicators (all for 193 

scenario i):  194 

1. Downside risk (Dj,i): The 10th percentile of the NPV distribution for alternative j; 195 

2. Expected value (NPVexp,j,i): The mean of the NPV distribution for alternative j; and 196 

3. Upside potential (Uj,i): The 90th percentile of the NPV distribution for alternative j. 197 

As will be demonstrated further below in the results, risk-reward differences or tradeoffs 198 

within a given scenarios i can be shown graphically by plotting Dj,i against Uj,i. For example, 199 

such plots may reveal that selection of a small dam is a conservative, high Dj,i alternative, but 200 

that it implies lower Uj,i under current climate and demand conditions, whereas a large dam 201 

may be a risk-taking alternative characterized by low Dj,i and high Uj,i. Also, the specific 202 

percentiles defined above for downside (10th) and upside (90th) could be considered 203 
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somewhat arbitrary. Therefore, we suggest testing the sensitivity of results to alternative 204 

definitions as these indicators.  205 

 206 

There are three main reasons why these indicators do not allow easy comparison across 207 

planning alternatives. First, multiple alternatives may perform well but not dominate one 208 

another across all three indicators, such that other kinds of comparisons become necessary in 209 

order to understand their relative value. Second, economic outcomes for a set of 210 

infrastructure projects that are operated in a specific way do not account for recourse or 211 

flexibility. Third, and perhaps most importantly, is the problem of comparing the 212 

performance of alternatives across scenarios for which probabilities cannot be assigned 213 

because of the presence of deep uncertainties. The first two of these problems can readily be 214 

handled using real options theory, whereas the third cannot, which motivates our use of 215 

principles from RDM. 216 

 217 

To address these challenges, we first define relative performance metrics for each planning 218 

alternative j, that measure its performance in comparison with that of the highest-performing 219 

alternative in scenario i (which may not be the same across the three metrics). Relative 220 

performance helps to characterize the “regret,” or departure from highest performance, 221 

associated with a particular infrastructure choice [Lempert and Groves, 2010]. These relative 222 

metrics enable quantification of the relative costs, measured at three points in the NPV 223 

distribution, of selecting alternative j if the conditions in scenario i are realized: 224 

OCj,i = NPVexp,i* – NPVexp,j,i;       (1) 225 

RRj,i = Di* – Dj,i;        (2) 226 
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RUj,i = Ui* – Uj,i; where       (3) 227 

OCj,i = expected opportunity cost of alternative j in scenario i;  228 

NPVexp,i* = expected NPV of the alternative with the highest expected NPV in scenario i; 229 

RDj,i = relative downside NPV lost by alternative j relative to the alternative with the 230 

highest downside NPV in scenario i; 231 

Di* = downside NPV of the alternative with the highest downside NPV in scenario i; 232 

RUj,i  = relative upside NPV lost by alternative j relative to the alternative with the 233 

highest upside NPV in scenario i; 234 

 Ui* = upside NPV of the alternative with the highest upside NPV in scenario i. 235 

 236 

Next, we modify the metrics to incorporate flexibility; i.e. OCj,i is replaced with the expected 237 

opportunity cost OCflex,j,i of alternative j in scenario i:  238 

 OCflex,j,i = Min[OC1,i + χ1,j; OC2,i + χ2,j;…OCj–1,i + χj–1,j; OCj,i; OCj+1, i + χj+1, j;…; OCJ,i + 239 

χJ,j].  (4) 240 

This amount OCflex,j,i accounts for the fact that the performance of an alternative j can be 241 

modified by recourse, or by exercising real options to modify that alternative, in the future. 242 

The cost χk,j is the extra initial investment required to allow flexible conversion of alternative 243 

j into alternative k; this may correspond to the cost of construction of multiple intake levels 244 

that allow adjustment of operations, the cost of construction that allows subsequent 245 

enlargement of an infrastructure, or investment in adaptive management capacity to 246 

efficiently modify operating rules. The minimization operator indicates that the true 247 

opportunity cost of alternative j in scenario i is the cost that is lowest after accounting for this 248 

possibility of adjustment of the alternative, accounting for the cost of that flexibility. 249 
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 250 

These calculations allow us to assess whether OCflexj,i < OCj,i for each scenario i, such that 251 

alternative j with flexibility becomes relatively more attractive than the nonflexible 252 

alternative j. The relative upside and downside for each alternative j and situation i can be 253 

adjusted in similar fashion. The only extra computational effort needed is to store the values 254 

of NPV costs χk,j associated with that flexibility, and to use these to adjust the relative metrics 255 

as shown in equation 4 256 

 257 

Still, the problem of comparing alternatives across scenarios (characterized by deep 258 

uncertainty) remains. To address this issue, we first turn to principles of RDM, which aim to 259 

identify alternatives that meet a “satisficing” criterion, that is, that perform adequately (in 260 

relative terms, or with respect to meeting specific benchmarks) across a wide variety of 261 

conditions [Lempert and Groves, 2010]. To guide these comparisons, we define three 262 

investment strategies (note that the definition of these strategies is not a part of RDM, which 263 

rather provides a framework for comparing among them). These three strategies correspond 264 

to specific investment alternatives (or groups of alternatives) that would be selected using 265 

decision rules that focus on a different portion of the distribution of potential outcomes. The 266 

conservative strategy corresponds to the alternative with the highest downside NPV in the 267 

worst case scenario. This is the planning alternative that would be selected using a traditional 268 

maximin criterion from decision theory, because it seeks to maximize worst case NPV. For 269 

each alternative j, we first identify the scenario i that produces the lowest Dj,i, and then define 270 

the worst case as the scenario that appears most often across the set of alternatives. The 271 

conservative strategy then corresponds to max(Dj,worst). The risk-taking strategy – selected 272 
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using a maximax criterion – corresponds to the alternative that generates the highest upside 273 

NPV in the best case scenario. For each alternative j, we first identify the scenario i that 274 

produces the highest Uj,i, and then define the best case as the scenario that appears most 275 

often. The risk-taking strategy then corresponds to the alternative favored by max(Uj,best). 276 

Finally, we define a balanced strategy as the set of alternatives that is not dominated by (e.g., 277 

not inferior to) these conservative and risk-taking strategies, considering outcomes across all 278 

potential scenarios and the three relative performance metrics. 279 

 280 

We compare these three investment strategies using graphical representations of their 281 

economic performance in terms of the relative metrics for downside, expected, and upside 282 

NPV cost derived above, accounting for flexibility. It should be emphasized that we stop 283 

short in this paper of suggesting which of these three strategies – conservative, balanced, or 284 

risk-taking – should be selected, and which of the metrics should be applied. We believe that 285 

choice should depend on decision makers’ relative tolerance for risk (reflected in the choice 286 

of metrics), and additionally, on their tolerance for ambiguity or willingness to ascribe more 287 

or less weight on specific scenario representations of the deep uncertainties (reflected in the 288 

choice of scenarios to consider). In this sense, we deviate from the RDM approaches 289 

implemented in the literature, which still aim to select investment alternatives on the basis of 290 

specific satisficing criteria. 291 

 292 

In addition, one way to maintain flexibility in the design of investments may be to wait, since 293 

“deep” uncertainty may be partially resolved over time [Arrow and Fisher, 1974]. Using the 294 

modeling framework developed above, one can test the hypothesis that delay combined with 295 
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enhanced information could be justified economically. We emphasize that much additional 296 

work analyzing the value of information could be done. Finally, as will be shown further 297 

below using the example of the Grand Renaissance Dam from the Blue Nile, one can 298 

evaluate the value of specific development paths that may already have been chosen, for 299 

example, favoring irrigation over hydropower generation, or making an investment decision 300 

to construct a particular infrastructure. 301 

 302 

3. The Nile Application 303 

 304 

3.1. Hydro-political context of the Eastern Nile 305 

The idea of storing Nile waters in the Blue Nile gorge in Ethiopia has long been on the minds 306 

of Nile Basin peoples, and the first comprehensive plans for multi-purpose dam development 307 

were developed over 50 years ago [Erlikh, 2002; USBR, 1964]. The river falls rapidly in the 308 

narrow canyons of the Blue Nile gorge, offering numerous sites for hydropower generation 309 

dams with low surface-to-volume ratios and high head. Until recently, political, technical, 310 

and financing obstacles had prevented such projects from being implemented. However, 311 

early in 2011 Ethiopia announced that it would build the “Grand Renaissance Dam” 312 

(sometimes called the “Millennium Dam”) at a site near the Ethiopia-Sudan border. This site 313 

is near a previously discussed site for a smaller dam termed the “Border Dam” in various 314 

plans. 315 

 316 

Several recent trends and events appear to have contributed to Ethiopia’s decision to initiate 317 

this construction project. In the past, Egypt occupied a position of geopolitical and economic 318 
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strength relative to other Nile countries [Waterbury, 2002]. Egyptians have long feared that 319 

their water rights could be compromised by upstream actions such as dam building, 320 

especially in Ethiopia, where most of the Nile flow originates. In the past, Ethiopia would 321 

have needed financing from international donors to build a major dam in the Blue Nile gorge, 322 

as well as aid in technical expertise. Because such water resources investments would have 323 

basin-wide consequences, international donors hoped to facilitate a basin-wide agreement on 324 

procedures for notification and development of proposed infrastructures. In fact, for over a 325 

decade, facilitated by the Nile Basin Initiative (NBI), the Nile riparians engaged in wide 326 

ranging discussions on establishing just such a cooperative framework agreement. At the 327 

same time, international consultants working for the Ethiopian Ministry of Water Resources 328 

prepared detailed feasibility studies for several of the most promising Blue Nile dam sites, 329 

studies which directly contributed to much greater understanding of how different upstream 330 

development projects could affect the Nile river system [BCEOM et al., 1998; EDF, 2007a; 331 

b; Norplan-Norconsult, 2006].  332 

 333 

The multilateral discussions of the NBI reached an impasse over the downstream riparians’ 334 

request for explicit acknowledgment of “current uses and rights” to Nile waters in 2009. By 335 

this time the hydropolitical balance among Nile riparians had begun to shift. Ethiopia and 336 

other Nile riparians increasingly have the capacity to marshal the financial resources needed 337 

to proceed unilaterally with the construction of large dams costing several billion dollars 338 

[McCartney and Girma, 2012; McDonald et al., 2009]. In addition, the political dynamics in 339 

the basin, particularly recent events in Egypt, have altered the balance of power in the basin.  340 

 341 
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Ethiopian leaders also now argue that Blue Nile dams such as the Grand Renaissance Dam 342 

will deliver benefits to both Sudan and Egypt, even in the absence of formal cooperation. In 343 

fact, although several observers have argued that water storage in the Blue Nile gorge offers 344 

attractive opportunities for the Eastern Nile riparians for joint, multipurpose investments, the 345 

economic attractiveness of such projects has not been fully characterized [Blackmore and 346 

Whittington, 2009; Block and Strzepek, 2010; Tilmant and Kinzelbach, 2012; Whittington et 347 

al., 2005]. One of the objectives of this paper is thus to offer a basin-wide economic 348 

assessment of investment options for dams on the Blue Nile in Ethiopia over a wide range of 349 

plausible future conditions. Our analysis first considers the largest infrastructure choice set, 350 

unconstrained by Ethiopia’s decision to construct the Grand Renaissance Dam. We utilize 351 

our analytical framework to calculate the economic consequences (in terms of the relative 352 

performance metrics presented in Section 2) that result from initial selection of the Grand 353 

Renaissance Dam.  354 

 355 

The Nile Basin is an interesting location for application of our approach for several reasons. 356 

First, as discussed above, there are numerous attractive sites in the Blue Nile for large new 357 

multipurpose dams. Second, there is a growing sense that upstream regulation in this river 358 

may generate system-wide, multipurpose benefits [Blackmore and Whittington, 2009]. Third, 359 

there is great uncertainty concerning how climate change will affect the Nile basin, and 360 

limited work on how this uncertainty plays into the economic attractiveness of potential Blue 361 

Nile dams [Block and Strzepek, 2010; Conway and Hulme, 1996; Sayed and Nour, 2006]. 362 

New or existing infrastructures may play an important role in adaptation to climate change, 363 
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but little empirical research exists to guide planners as to which water resources development 364 

paths provide the greatest adaptation benefits.  365 

 366 

3.2.  Characterizing deep uncertainties: Climate and water demand scenarios 367 

Although climate uncertainty provides much of the motivation for our approach, the 368 

contribution of this paper is not to generate state-of-the-art temperature and hydrological 369 

runoff projections from climate change models [IPCC, 2007; Leavesley, 1999; Wood et al., 370 

1997; World Bank, 2009]. We also do not focus on the innovative scenario generation 371 

procedures that others have proposed [Laurent and Cai, 2007]. Instead, our analysis explores 372 

the sensitivity of the economic benefits of multipurpose dams to average increased 373 

temperatures consistent with climate projections for this region in the year 2050, which range 374 

between 2 and 3°C across basin locations [Strzepek and McCluskey, 2007], as well as to 375 

changing precipitation, with associated linkages to runoff, evaporation, and irrigated crop 376 

water requirements. Much of the motivation for this approach stems from previous findings 377 

that the economic benefits of hydropower dams in the Blue Nile are highly sensitive to 378 

changes in runoff [Jeuland, 2010]. 379 

 380 

More specifically, each planning alternative is evaluated from a basin-wide perspective for 381 

seven hydrological scenarios, ranging from mean reductions of 15% to increases of 15% over 382 

historical conditions, in increments of 5% (labeled by the % change in runoff: -15, -10, -5, 0, 383 

+5, +10, +15), and three assumptions about consumptive water withdrawals by Egypt, Sudan, 384 

and Ethiopia (labeled W0, W1, or W2), which together yield 3 x 7 = 21 scenarios (Table 1). 385 

No specific probabilities are assumed for these scenarios; they are modeled independently. 386 
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This range of changes in runoff is informed by the available precipitation projections for the 387 

Nile Basin (summarized in Table 2) combined with a runoff sensitivity analysis using prior 388 

rainfall-runoff modeling and dry, average and wet model results for the A2 emissions 389 

trajectory of the AR4 report [Strzepek and McCluskey, 2007].  390 

 391 

We highlight two important assumptions underlying the way we model these changes. First, 392 

they are spatially invariant, i.e., we apply these changes to inflows (from runoff) into the Nile 393 

system. Second, because we rely on an existing model for generating stochastic flows, we 394 

assume that mean changes in runoff and temperature are time-invariant, i.e. we perturb flows 395 

but maintain stationarity. We acknowledge that these simplifications limit the accuracy of 396 

our climate change results, but we do not believe they prevent illustration of our 397 

methodology because non-stationarity, spatially differentiated projections, and innovative 398 

scenario generation techniques could be readily incorporated into the analysis with additional 399 

work (as discussed further below).  400 

 401 

For specifying the magnitude and locations of additional water withdrawals that accompany 402 

our three demand scenarios – current withdrawals (W0), moderate (W1) and high (W2) 403 

development – we rely on information from country Master Plans (see Supporting 404 

Information for details). These increased water withdrawals thus have varying impacts on the 405 

economics of reservoirs situated at different locations in the basin: some new withdrawals are 406 

upstream of some or all of the new reservoir sites and directly reduce hydropower generation. 407 

Others are located downstream of some or all dams and only affect the economics of new 408 
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upstream projects indirectly, via their downstream interaction with the modified hydrology 409 

accompanying those new dams. 410 

 411 

3.3.  The Nile models 412 

Our modeling framework consists of three linked models for stochastic runoff generation, 413 

hydrological routing, and Monte Carlo simulation of economic outcomes for different 414 

hydropower dam alternatives located at five Blue Nile sites. Below we describe the basic 415 

structure of the models; the Supporting Information includes further explanation of costs and 416 

benefits, assumed ranges for uncertain model parameters, and other model details. The 417 

hydrological components are run using a monthly time step, while the economic model 418 

aggregates annual costs and benefits into the NPV outcome indicators. These models contain 419 

explicit linkages between climate change and runoff, system hydrology and production, and 420 

valuation of economic outputs.  421 

 422 

The hydrological analysis for a particular climate scenario begins with the generation of ten 423 

thousand years of stochastic monthly inflows into the system, accounting for the spatial and 424 

short-term temporal correlation present in the historical flow data for the system (the 425 

stochasticity of temperature is not considered). The stochastic flow generation model has an 426 

autoregressive form; the selection of normal or lognormal distributional assumptions and the 427 

number of lags (from 1 to 3 months) vary by inflow node based on the patterns detected in 428 

the historical time series’ available [Jeuland, 2009]. Cumulative frequency distributions of 429 

generated flows in the absence of mean changes in runoff show very close agreement with 430 

the historical frequency distributions, though autocorrelation of flows across years is 431 



20 
 

underestimated. To produce flows for the runoff scenarios, the mean flows in all months are 432 

altered by the same constant percentage change corresponding to that particular scenario.  433 

 434 

These ten thousand years of monthly inflows are then divided into 100-year sequences, each 435 

of which is run through the hydrological routing model once for each planning alternative. 436 

The hydrological model thus yields one hundred unique 100-year sequences of monthly 437 

physical system-level outputs (e.g., hydropower produced, water demands met, monthly flow 438 

amounts) for each alternative, in each scenario. The economic model then uses Monte Carlo 439 

simulation to randomly select from these 100 possible sequences of physical system outputs 440 

and from probability distributions of the other uncertain risk-based parameters (including 441 

factors like the infrastructure lifespan, value of hydropower, and change in the relative value 442 

of hydropower over time). In this way, the simulation incorporates both natural hydrological 443 

variability, as reflected in the 100 flow sequences, and economic uncertainty, yielding a 444 

single NPV outcome in each Monte Carlo trial.  445 

 446 

For the sake of brevity, we refer to a Monte Carlo analysis of economic outcomes for a single 447 

alternative in a specific water withdrawal and climate scenario using the hydro-economic 448 

simulation model as an analysis. Our analyses consist of 5000 Monte Carlo trials, and use the 449 

5000 outcomes to produce a distribution of NPV outcomes for each alternative-scenario 450 

combination.  451 

 452 

3.4. The planning alternatives and real options 453 
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Our analysis includes multipurpose dams located at five sites along the Blue Nile for which 454 

pre-feasibility or other identification studies have been completed – Karadobi, Beko Abo, 455 

Mabil, Mendaya, and Border (Figure 1). The proposed sites have different relative 456 

advantages. Because flow is higher at downstream sites, a dam at Border could provide the 457 

most regulation and water release through hydropower turbines. However, siltation loads 458 

would be higher, reducing project lifespan, and net evaporation for a given reservoir area 459 

would be greater because of lower rainfall over the reservoir and higher average temperatures 460 

in the western part of the catchment. Dams situated furthest upstream (e.g., Karadobi and 461 

Beko Abo) also have the most favorable topography, and therefore highest head and lowest 462 

reservoir surface area per unit of storage, but these would also have lower inflows. The 463 

average historical flow at Karadobi, for example, is about 42% of that at Border. A mid-464 

gorge dam (e.g., Mendaya, where flow is 71% of that at Border) would balance these 465 

tradeoffs.  466 

 467 

Table 2 indicates the various combinations of dam features for which we simulate economic 468 

outcomes. The specific design features we include are dam configuration, sequencing, 469 

timing, and size (we also consider two types of operating rules for each combination of these 470 

dam features). The real options include the availability of sites for subsequent dams, and their 471 

sizes; these features allow for changes to be made even after a decision has been made to 472 

construct the dam, as described below. In total, we consider many combinations of dam 473 

features, which together yield a total of 350 unique planning alternatives (as listed in the 474 

Supporting Information): 475 



22 
 

1. Configuration. We model the 17 feasible dam configurations (5 individual dams, and 476 

12 combinations). Not all configurations are feasible because some downstream dam 477 

reservoirs would flood upstream sites (for example, a dam at Beko Abo floods 478 

Karadobi). Initial location decisions thus create more or less flexibility (real options) 479 

for future configuration changes.  480 

2. Sequencing. Our analysis mostly assumes that upstream dams would be built first, 481 

allowing subsequent projects to benefit from enhanced flow regulation. We relax this 482 

assumption when we consider the attractiveness of investment paths that begin at 483 

Border, which corresponds to the choice Ethiopia made by starting with the Grand 484 

Renaissance Dam. Sequencing is not a real option, but rather corresponds to 485 

exercising options to build in a particular order. 486 

3. Timing. In the multi-dam combinations, we consider faster (10-year lags between 487 

operation of dams added in sequence) and slower (20-year) staging of projects. The 488 

possibility of delaying investment in a two (or more) dam cascade is a real option 489 

associated with configurations containing fewer projects.  490 

4. Size. Based on data availability, we model three different sizes for Mendaya and 491 

Border, and two at the other sites. While small dams are relatively inflexible, larger 492 

dam sizes may be structured to contain real options, if they allow for flexibility in 493 

operations, e.g., water releases through turbine intakes located at different levels. 494 

5. Operating rule. We incorporate two operating rules, “hydropower-based” (O1) and 495 

“downstream coordination” (O2). The hydropower-based rules are derived from 496 

optimized single-dam rule curves (based on target monthly elevation levels) proposed 497 

in pre-feasibility studies, which ignore the potential for multi-reservoir optimization 498 
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of energy generation. The downstream coordination operating rule includes a trigger 499 

to force minimum releases if storage in the downstream High Aswan Dam (in Egypt) 500 

drops below 60 billion cubic meters (bcm). The ability to switch between these 501 

operating rules is a real option provided by all configurations. 502 

 503 

Each of the 350 specific planning alternatives is a unique package of these five features. 504 

Their performance is assessed in 7,350 different Monte Carlo simulation analyses (350 505 

alternatives x 21 scenarios). Using the metrics defined in Section 2, we are able to assess: (1) 506 

whether there may be complementarities among dams; (2) whether allowing for flexibility 507 

(e.g., recourse as made possible by real options) has a significant influence on the NPV 508 

outcomes of the alternatives; and (3) whether changes in future hydrological or water 509 

withdrawal conditions alter conclusions about which alternatives perform best. For 510 

simplicity, our presentation in this paper provides direct graphical comparisons of only the 511 

limited set of alternatives that perform best according to the relative metrics defined above.  512 

 513 

In addition, we assume for simplicity that: (1) changes in operating rules are costless; (2) 514 

smaller dams cannot be converted into larger dams; and (3) larger dams can be flexibly 515 

operated as if they were smaller dams. The cost of this “operational downsizing” is assumed 516 

to equal the sum of the additional capital investment required for the larger project plus the 517 

reduced (discounted) benefits of the smaller project due to the extra years required for 518 

building a larger project. This is clearly a lower bound on the costs of this downsizing 519 

flexibility because multiple hydropower intakes would likely be required to allow such 520 

changes. 521 
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 522 

4. Results 523 

 524 

4.1. Alternatives with highest expected NPV, assuming known inflow probabilities  525 

Since much of the rationale for the approach presented in this paper hinges on the hypothesis 526 

that the “best” performing alternative may vary across plausible future conditions to which 527 

probabilities cannot readily be assigned, we begin by demonstrating the sensitivity of 528 

expected NPV to the runoff and demand scenarios. To do so, we assume that inflow 529 

probabilities are known (which of course is not the case) so that we can compute a single 530 

expected NPV value for each planning alternative. We then identify which alternative has 531 

this highest expected NPV as the assumed probabilities change. We simplify the choice set 532 

by limiting this comparison to the configuration and sizing features alone.  533 

 534 

The results in Table 4 show that the configuration of dams in the “best” expected value 535 

alternative is actually stable across inflow and withdrawal conditions, though the expected 536 

NPV varies widely. Among single dam alternatives, Beko Abo always has the highest 537 

expected NPV, though its size varies, as discussed below. Beko Abo + Border (again, with 538 

varying sizes) is the most attractive of the two-dam configurations, and the three-dam 539 

cascades always adds Mendaya to these two. The four-dam combination, which requires a 540 

small dam at Mendaya and none at Beko Abo (which is replaced by Mabil + Karadobi), is 541 

consistently dominated by the best two- and three-dam combinations (results not shown). 542 

Because this 4-dam configuration also performs poorly in terms of downside and upside 543 

NPV, we do not consider the four-dam cascade in what follows.  544 
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 545 

Despite the stability of the choice of infrastructure sites, the size of the preferred 546 

infrastructures in these best alternatives changes across inflow-withdrawal combinations. In 547 

general, combinations of smaller dams perform better when inflows are low and upstream 548 

withdrawals are high (Cases A-C in Table 4), because energy production drops and reservoir 549 

filling takes more time under these conditions. Larger infrastructures perform better under 550 

the opposite circumstances (Cases F-I), because their higher capital costs are compensated by 551 

the greater and earlier hydropower generation that comes with higher flow. This sensitivity of 552 

the dam sizing performance to scenario conditions has important implications for the phasing 553 

and sequencing of multi-dam cascades in the Blue Nile. Selection of a small dam at Beko 554 

Abo appears to make little economic sense if only a single dam will be built (appearing only 555 

in Case A with high withdrawals), yet this size appears in 9 different 3-dam combinations 556 

shown in Table 4. Similarly, the best 3-dam configurations include small or medium dams at 557 

Mendaya and Border, and not the larger designs. Since the three-dam configuration with 558 

Beko Abo, Mendaya and Border always generates the highest expected NPV, a planner 559 

might therefore opt for a smaller first investment at Beko Abo to maintain the future potential 560 

of a multi-dam investment path. 561 

 562 

There is similar variation in the sizes of the best second and third investments. For example, 563 

large Border (i.e., the Grand Renaissance Dam) appears 12 times in the best two-dam 564 

configuration. However, this dam precludes all of the most attractive three-dam combinations 565 

because it floods Mendaya. As explored further below, two-dam alternatives that include the 566 
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Grand Renaissance Dam therefore always entail some loss of expected NPV relative to the 567 

most attractive alternatives, which contain a three-dam cascade.  568 

 569 

4.2. The risk-reward space for the planning alternatives  570 

Risk preferences may also influence how decisions makers’ weight specific infrastructure 571 

alternatives; as such we next examine the performance of alternatives in terms of the three 572 

NPV metrics – downside, expected and upside NPV. Comparing the performance of the 573 

alternatives across the scenarios, we identify three key results. First, there are many inferior 574 

options lying below the high downside NPV and high upside NPV frontier in any given 575 

scenario (Figure 2 shows results for three runoff conditions). Second, the nature of the 576 

tradeoff between downside (risk) and upside (reward) changes dramatically across basin 577 

conditions. Third, none of the alternatives on this frontier include the Grand Renaissance 578 

Dam, which appears to have far more storage and energy-generating capacity (and therefore 579 

higher capital cost) than is needed given the Blue Nile flow at this location. These key results 580 

are not sensitive to the percentile indicators used to measure upside and downside returns. 581 

 582 

Exploring the variation across basin conditions, we find that there is little tradeoff between 583 

risk and rewards when inflows increase by 15%. Under high flow conditions, the alternative 584 

with the highest upside has only slightly lower downside NPV than the one with highest 585 

downside NPV, and vice versa. There is also little cost associated with additional upstream 586 

withdrawals in this case because plenty of water is available to meet multiple objectives. 587 

With no change in runoff, the tradeoff remains modest unless upstream irrigation 588 

withdrawals increase. For example, with moderate (W1) or high (W2) irrigation development 589 
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conditions, the highest upside alternative has a downside NPV that is US$2 (or US$3) billion 590 

worse than the lowest risk alternative (in US$2011); this represents 13-25% of the highest 591 

downside NPV under these conditions. With a 15% decrease in inflows, there is a more 592 

substantial tradeoff across all three withdrawal conditions. Under status quo (W0) 593 

withdrawals, the highest upside project is about $5 billion worse in terms of downside NPV – 594 

representing 50% of the maximum of US$10 billion for this metric – than the most 595 

conservative one, and this gap increases to more than $6 billion for W2 conditions. Indeed, 596 

the highest upside NPV alternative has a small negative downside NPV when withdrawals 597 

are high.  598 

 599 

4.3. Comparing planning alternatives using the RDM-real options framework 600 

The complexity of selecting a “best” alternative increases as we consider additional features 601 

– sequencing, timing, and operating rules – and the flexibility they introduce. The results 602 

presented thus far have been limited to comparisons in terms of expected NPV (contingent on 603 

specific inflow probabilities) and to graphical displays of the risk-reward tradeoff across 604 

conditions; they do not allow for the determination of the specific bundles of features 605 

contained in the most favorable alternatives. In Table 5, we present the details of these best 606 

alternatives, as defined by the greatest possible downside NPV across scenarios (i.e., the 607 

lowest flow (-15%), highest demand (W2), –15_W2 scenario), the greatest possible upside 608 

NPV across scenarios (the highest flow, lowest demand +15_W0 scenario), and the greatest 609 

expected NPV for the middle runoff-development scenario (+0_W1). In all cases, faster (10-610 

yr) timing and the sequencing of construction starting upstream yield results that dominate 611 

slower timing and initiation of construction from the downstream end of the system. In most 612 
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cases, coordinated operation yields better results than hydropower-based operation because 613 

this provides greater ability to meet downstream withdrawal targets.  614 

 615 

Using the results in Table 5, we identify the conservative strategy described in Section 2, 616 

which is the alternative that has the highest downside NPV in the scenario (e.g., high 617 

withdrawal, low runoff) that produces the lowest downside NPV for the largest number of 618 

alternatives. That alternative is the two-dam Beko Abo + Border configuration with small 619 

dams at both sites, and a coordinated operating rule. On the other hand, the risk-taking 620 

strategy (that has the highest upside NPV in the scenario that produces the highest upside 621 

NPV for the largest number of alternatives) is a three-dam combination of medium-sized 622 

dams, located at Beko Abo, Mendaya and Border. (Note that if the 1st and 99th percentile 623 

metrics are used rather than the 10th and 90th percentiles, the risk-taking strategy remains the 624 

same, but the conservative one is instead a single small dam at Beko Abo).  625 

 626 

To assess the relative performance of different planning alternatives, we use the relative 627 

performance metrics (OCj,i, RRj,i, and RUj,i), accounting for the flexibility provided by real 628 

options as described in Section 2. We compare the relative outcomes for the conservative 629 

strategy identified above with those for the risk-taking strategy, as well as for every other 630 

investment path that is not strictly dominated by these two strategies (i.e. all balanced 631 

strategies). There are 12 such balanced strategies, but eight of these are themselves inferior – 632 

for all three performance metrics – to at least one of the other balanced strategies, such that 633 

the problem collapses to a comparison of 6 non-dominated investment paths. In this way, the 634 

choice set containing the most attractive alternatives is reduced considerably (Figure 3).  635 
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 636 

Because we do not ourselves see a priori reasons for favoring or deriving a specific decision 637 

metric for comparing infrastructure performance across scenarios, the RDM-options 638 

framework as implemented here does not offer guidance on which of these 6 strategies is best 639 

(or 7, if the alternative measure of downside – the 1st percentile – is used). However, it does 640 

serve to highlight the tradeoffs between downside, expected and upside NPV. For example, a 641 

decision maker who selects the conservative strategy can look at the relative metrics to see 642 

that he might be losing US$7-35 billion of upside NPV across runoff and withdrawal 643 

scenarios, and US$2-17 billion of expected NPV, with the highest losses occurring if future 644 

water availability is high. On the other hand, the risk-taking strategy generates US$0-5 645 

billion lower downside NPV across scenarios, and performs least well when water 646 

availability is low. In contrast, the three-dam alternative with medium Beko Abo, small 647 

Mendaya, and medium Border seems particularly well balanced (and which we use for the 648 

analysis of delay in Section 4.5). It only loses about US$0-3 billion of downside NPV and 649 

US$0-5 billion of upside NPV across scenarios.   650 

 651 

4.4. The value of real options  652 

The economic value of real options lies in the flexibility they provide to water resources 653 

planners and managers, given that the future state of the world is unknown. To better 654 

understand the potential value of this flexibility, we can examine more carefully how these 655 

options alter the performance of different planning alternatives in terms of lowest downside 656 

NPV – in the lowest water availability scenario – and highest upside NPV – in the highest 657 

water availability scenario (Figure 4). In Figure 4, black arrows indicate sequential 658 
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investments along a particular investment path, i.e., the exercising of real options to build 659 

additional dams. The red arrows then show the reduction in downside NPV associated with 660 

downsizing real options, or the ability to operate large dams at lower levels. For simplicity, 661 

the value of changing operating rules is not shown, such that all outcomes are based on the 662 

operating rules that produce the best outcomes (results for alternative measures of downside 663 

and upside are available upon request from the authors).  664 

 665 

The most attractive investments, shown in the upper right quadrant of Figure 4, always begin 666 

with a first project at Beko Abo. There are two such families of investment paths (or subsets 667 

of planning alternatives that remain possible following the specific investment decision of 668 

beginning with Beko Abo). The family with mostly higher downside NPV contains an initial 669 

small dam at Beko Abo, whereas the one with higher upside NPV begins with a medium dam 670 

at that site. Additional dams within these families then usually decrease downside NPV, but 671 

correspond to greater upside. As shown, the value of downsizing varies considerably across 672 

alternatives, and is lower for the family of investments starting with a small Beko Abo 673 

(which cannot be downsized). For some investment paths, downside NPV can be increased 674 

by almost US$2 billion with inclusion of downsizing options; this is particularly the case for 675 

the riskier investments located to the left of Figure 4 (e.g., several of the configurations 676 

including large dams at Border or Mendaya). 677 

 678 

4.5. The Implications of the Grand Renaissance Dam  679 

Because Ethiopia has already committed to building the Grand Renaissance Dam, we next 680 

examine the relative performance metrics for the alternatives that include this dam. The lost 681 
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expected value for the best Grand Renaissance alternative (as defined relative to the full set 682 

of other alternatives by OC), ranges from US$3 billion–$7 billion across model scenarios 683 

(Figure 5). Upside decreases by $6 billion–$13 billion, and downside is lowered by $1–$4 684 

billion. These changes in NPV are even higher if the Grand Renaissance Dam is constructed 685 

without including downsizing flexibility. For example, without downsizing flexibility, the 686 

reduction of expected NPV increases to $4 billion–$8 billion, the reduction of upside NPV 687 

increases to $9 billion–$15 billion, and the reduction in downside NPV increases to $2.5 688 

billion–$7 billion across scenarios. Planning alternatives that include the Grand Renaissance 689 

Dam are less attractive because the project has high capital costs, has lower economic returns 690 

than Beko Abo as an initial investment, and renders infeasible the most economically 691 

attractive three-dam cascade alternative. Finally, compared to the balanced strategy identified 692 

at the end of Section 4.3 (medium Beko Abo, small Mendaya, and medium Border), the 693 

relative costs of the best Grand Renaissance Dam alternatives are $2–6 billion (OC), $5 –10 694 

billion (RU), and $0.2–2 billion (RR). The only situations in which alternatives with the 695 

relative performance metrics of the Grand Renaissance Dam are favorable are if: (1) only two 696 

dams could be built (for financial or other reasons), and (2) flows increase and water 697 

withdrawals in Ethiopia remain low (results not shown). 698 

 699 

4.6. The Costs of Delay 700 

One option for dealing with uncertainty would be to delay investments and wait for more 701 

information. We consider three simple comparisons for the purpose of illustrating the costs 702 

(or value) of delay, applying a real (i.e., net of inflation) social rate of discount of 4% to 703 

adjust for the reduction in NPV due to waiting, and varying this discount rate from 2-6% in 704 
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sensitivity analyses. To characterize an upper bound on value of delay, we assume for the 705 

purposes of illustration that perfect information on mean changes in future inflows and water 706 

withdrawals would be obtained in a specific number of years x (e.g., the deep uncertainty 707 

would be fully resolved in this time period).  We then compare the change (i.e., the decrease 708 

in expected NPV from implementing the known “best” option under perfect information 709 

(after x years) with the change in expected NPV from immediately implementing, in the 710 

absence of information, the three previously identified investment strategies – balanced 711 

(medium Beko Abo, small Mendaya, and medium Border), conservative (small Beko Abo, 712 

small Border), and risk-taking (Beko Abo, Mendaya, and Border, all medium).  713 

 714 

The analysis shows that the decrease in expected NPV from waiting to select the best 715 

alternative relative to the decrease in expected NPV from following a balanced strategy 716 

immediately is high. Waiting even five years is more costly than beginning construction 717 

immediately, no matter which inflows and withdrawals materialize, because of the forgone 718 

benefits from delaying investment (Figure 6, top panel). Results for upside NPV are similar, 719 

and downside is only higher for the waiting strategy if flows are reduced by 15% (low 720 

withdrawals) or 10-15% (high withdrawals and/or low discount rate). In addition, 721 

investments beyond the first project at Beko Abo could still be modified as additional 722 

information was obtained. Morevoer, initiating a first project quickly would allow learning 723 

that would be highly relevant for planning multiple dams on the same river (given the high 724 

correlations between the parameters that affect costs and benefits, e.g. flow conditions, local 725 

construction costs, the value of energy). 726 

 727 
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For the conservative strategy, waiting five years yields an improvement in expected NPV if 728 

inflows do not change or increase (Figure 6, middle panel), and/or if the discount rate is very 729 

low (2%). At a discount rate of 4%, delay performs less well under all conditions if the 730 

waiting period is increased to 8 years or more. In general, the cost of waiting decreases with 731 

increasing water withdrawals because the conservative strategy performs better under such 732 

conditions. Importantly, a modified conservative three-dam cascade (with an additional small 733 

dam added at Mendaya) dominates a strategy of delay. Finally, the expected NPV of the risk-734 

taking strategy outperforms a 5-year delay strategy (with perfect information on flows and 735 

withdrawals) under all conditions (Figure 6, top panel), unless the discount rate is very low, 736 

withdrawals are high, and inflows decrease by 15%. Because no one expects uncertainty over 737 

future climate change to be resolved in anything like five to eight years, any of the three 738 

strategies for Blue Nile hydropower development described above would outperform a 739 

waiting strategy in terms of expected NPV.  740 

 741 

5. Discussion 742 

 743 

This paper described an analytical approach for better integrating uncertainty about climate 744 

change and other sources of uncertainty that affect river basins over a long time horizon into 745 

the problem of planning water resources infrastructure investments. The motivation for this 746 

approach arises from the challenges that such uncertainties present to the dominant planning 747 

models used in the academic water resources literature. The proposed method relies on 748 

simulation methods to generate performance metrics for different alternatives. The relative 749 

metrics for a reduced set of non-dominated alternatives selected using conservative, balanced 750 
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and risk-seeking decision rules are then presented graphically across scenarios, in order to 751 

shed light on the robustness of specific alternatives to different conditions. We show that the 752 

best answer will vary with decision makers’ risk preferences, as well as the weighting they 753 

ascribe to different scenarios that represent deep uncertainties. In this discussion, we focus on 754 

lessons from the application of this approach to the Blue Nile (acknowledging that they are 755 

particular to this site and decision problem), and also offer more general comments on 756 

strengths and limitations of the approach.  757 

 758 

The specific results obtained from applying the method to the Blue Nile provide important 759 

insights into the economics of hydropower investments in Ethiopia. We find strong 760 

justification for the decision to move forward with the construction of an initial dam in the 761 

Blue Nile cascade. For the most attractive investment strategies – conservative, balanced, and 762 

risk-taking – and a realistic time horizon for collecting information about hydrological 763 

change and development uncertainties, the foregone benefits from delay exceed the potential 764 

benefits associated with obtaining that information. In addition, real options that would allow 765 

downsizing of dams and greater operational flexibility often prove valuable for managing 766 

risk, raising downside NPV by up to US$2 billion (as shown in Figure 4).  767 

 768 

Given the caveats of our analysis discussed previously, the best alternatives do not include 769 

the Grand Renaissance Dam, but instead include a smaller dam at the Border site. This 770 

smaller Border project appears along with Beko Abo (in the conservative strategy) or Beko 771 

Abo and Mendaya (in the balanced or risk-taking strategies). Assuming the Grand 772 

Renaissance Dam will be completed as planned, our analyses suggest that a two-dam 773 
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combination with Beko Abo as the second project is likely the best remaining alternative for 774 

a Blue Nile cascade. This initial investment in the Grand Renaissance Dam also creates an 775 

important economic tradeoff – between hydropower and irrigation – for Ethiopia, i.e. 776 

irrigation withdrawals upstream of the cascade will reduce hydropower generation. From this 777 

perspective, Egypt might be pleased that Ethiopia has committed itself to major hydropower 778 

infrastructure on the Blue Nile, even though the large storage volume of the reservoir created 779 

by the Grand Renaissance Dam does create opportunities for strategic behavior and adverse 780 

short-term filling effects. 781 

 782 

The poor relative performance of planning alternatives containing the Grand Renaissance 783 

Dam stem from that project’s high capital costs, its lower net benefits relative to Beko Abo, 784 

and the fact that it reduces the viability of the more robust three-dam cascade alternatives that 785 

contain a dam at Mendaya. Even if the Grand Renaissance Dam were operated at low levels 786 

to make room for Mendaya, these first two disadvantages make alternatives containing it 787 

considerably less attractive than those that start with a dam at Beko Abo. The advantages of 788 

three-dam alternatives with moderately-sized infrastructures over two-dam configurations 789 

with larger dams are largely due to the higher cost-effectiveness and greater flexibility 790 

allowed by the smaller projects, i.e. the combination of high hydropower output relative to 791 

capital requirements.  792 

 793 

Our RDM-real options application necessarily focused on a specific river basin, but similar 794 

problems of dealing with uncertainty permeate water resources planning, and we believe that 795 

there are several insights from this work that are of general interest.  First, a challenging step 796 



36 
 

in this approach is the partitioning of uncertainties into the deep and probabilistic risk 797 

categories. In our specific application, modest changes in future water demands and runoff 798 

(both of which are exceedingly hard to predict over a long time horizon) were shown to have 799 

significant effects on the net benefits of investment alternatives (Table 5).  Lower runoff and 800 

greater upstream water withdrawals both decrease hydropower production and increase 801 

reservoir filling times. Higher temperatures due to climate change increase other pressures in 802 

the Nile Basin system, e.g., increased crop water demands and reservoir evaporation rates. 803 

These factors, which diminish the economic returns from dams, will likely be important in 804 

other water scarce river basins. They also have important implications for the sequencing of 805 

investments. For example, individual projects that may look attractive on their own (e.g., 806 

larger dams in the Blue Nile gorge) may not perform as well as multi-project alternatives. 807 

Other factors may be hard to project into the future, and work that explores the importance of 808 

a wider array of uncertainties under climate change (e.g., Jeuland [2010]) and focuses on 809 

scenario development for climate change analysis (e.g., Laurent and Cai [2007]), remains 810 

important.  811 

 812 

Second, it will not usually be possible to identify a single planning alternative (as 813 

characterized by a specific package of features such as project configuration sizing, operating 814 

rules, etc.) that is dominant across plausible future conditions, particularly if decision makers 815 

are concerned about downside and upside outcomes. If decision-maker preferences are 816 

uncertain, this will add additional complexity to the challenge of choosing investments. Yet 817 

the likelihood of non-dominance in many decision problems must be acknowledged and 818 

accommodated, and the analytical approach presented here generates insight into the relative 819 
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upside and downside associated with different investment strategies, which can be utilized to 820 

inform and support decision-making.  821 

 822 

Third, using analytical methods that explicitly account for flexible options is critical to 823 

developing a better understanding of the tradeoff between downside risks and upside 824 

potential. If higher-upside investments (e.g., larger dams) can be modified – for example, if 825 

operating capacity can be varied to handle fluctuations in inflow and downstream demands –826 

additional capital costs may be justified by higher downside returns if poor conditions 827 

materialize. Similarly, the advantages of modular designs with multiple components that 828 

allow for recourse are well known [Sanchez and Mahoney, 2002]. The value of incorporating 829 

flexibility into project design will of course depend on the relative balance of the cost of that 830 

flexibility and the extent to which it moderates poor outcomes. In this sense, future study is 831 

needed to determine whether the Grand Renaissance Dam may accommodate an improved 832 

multi-dam investment strategy in the Blue Nile. And of course, the flipside of infrastructure 833 

flexibility is enhanced demand and operational management: poor outcomes can be avoided 834 

through more effective and nimble management of water withdrawals and changed release 835 

patterns from reservoirs.  836 

 837 

Although we think the analytical framework developed in this paper will be valuable in many 838 

situations, a number of limitations (and potential extensions) of our application should be 839 

highlighted. First, as discussed above, perhaps the most important challenge associated with 840 

this approach is that of determining which uncertainties in the planning problem should be 841 

considered deep uncertainties, and which uncertainties can be subjected to probabilistic risk 842 
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analysis. Such choices necessarily involve judgment (by analysts or decision makers), and 843 

imply tradeoffs between analytical tractability and the reliability of conclusions obtained 844 

from the analysis. They should also be informed by analytical work that identifies key 845 

sensitivities in the decision problem. 846 

 847 

Second, our incorporation of changes in runoff, which focused on uniform step changes, 848 

were illustrative and not reflective of the state-of-the-art in modeling climate change effects 849 

on hydrological systems. A more complete planning exercise would incorporate more 850 

realistic changes that include spatially and temporally differentiated downscaling of 851 

projections (e.g., incorporating the non-stationary evolution of flows). Such an approach 852 

might alter our conclusions about the relative advantage of balanced investment strategies in 853 

this basin (compared with conservative and risk-taking strategies). In particular, since 854 

changes would occur gradually over time, it seems likely that the decreased relative 855 

downside NPV of the risk-taking strategy is pessimistic, and conversely the increased 856 

relative downside NPV of the conservative strategy is optimistic. In other words, if runoff 857 

decreases, the risk-taking strategy performs more poorly, and our approach of assuming step 858 

changes in runoff makes it look worse that it will really be because runoff actually only 859 

changes slowly. Incorporating gradual changes would also reinforce our conclusions about 860 

the undesirability of delaying balanced investment strategies, since the cost of delay is lowest 861 

under sharply declining inflows, which is unlikely to happen in the near term. Finally, 862 

because the assumed discount rate has such a large influence on our economic outcome 863 

indicators, we do not think that relaxing the assumption concerning stationarity would lead to 864 

substantially different conclusions. However, the interaction of time-dependent changes in 865 
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flows with discounting would tend to reduce the sensitivity of economic outcomes to 866 

projected changes in runoff (which occur only gradually) and this issue should be 867 

investigated further. 868 

 869 

Third, the results obtained from our models depend on a number of important assumptions 870 

about model parameters and definitions of outcome metrics. For example, we use the best 871 

information currently available to monetize basin-wide impacts of Blue Nile dams, but such 872 

data remain limited. In fact, one of the most important drivers of uncertainty in the NPV 873 

outcomes relates to the value of (demand for) the hydropower they would produce [Jeuland, 874 

2010]. Also, the costs (to recessional agriculture and ecosystems) and benefits (flood control) 875 

of regulating flows in the Blue Nile downstream of Ethiopia remain unclear at this time, and 876 

the distribution of costs and benefits across countries and economic sectors require further 877 

study. Finally, though none of our main results were found to be sensitive to the percentiles 878 

(of the NPV distribution) chosen for definition of downside and upside metrics, they did alter 879 

the composition of the infrastructure projects included in the conservative strategy and more 880 

generally would affect the magnitude of the relative metrics used for comparing investment 881 

paths. Sensitivity analyses around the definitions of such metrics should therefore be 882 

standard practice when this approach is used. 883 

 884 

Fourth, work on the costs and potential of real options should be extended to consider a more 885 

complete set of infrastructure and management alternatives and coordination rules. Including 886 

more features (such as reservoir filling rates, changes in turbine capacity, different 887 

sequencing of projects or dam construction along tributaries) and combining simulation and 888 
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optimization methods to enhance operating rules could reveal new, possibly more attractive 889 

investment possibilities. Similarly, work on better understanding timing decisions with 890 

regards to real options could be another fruitful area for additional research. Finally, the 891 

distributional incentives of planning alternatives comprised of different features would need 892 

to be explored in order to better understand the feasibility of cooperative financing and 893 

management for them. 894 

 895 
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Lexicon 1043 

 1044 

Balanced strategy: Any investment alternative that is not strictly dominated (e.g., inferior) 1045 

by the conservative and risk-taking strategies, considering the outcomes across all potential 1046 

scenarios and the three relative performance metrics (downside, expected and upside NPV). 1047 

Conservative strategy: The investment alternative that selects the alternative with the 1048 

highest downside NPV in the scenario that produces the lowest downside NPV for the largest 1049 

number of alternatives. 1050 

Downside NPV: The 10th percentile of the NPV distribution for a planning alternative in a 1051 

particular scenario.  1052 

Expected NPV: The mean value of the NPV distribution for a planning alternative in a 1053 

particular scenario.  1054 

Analysis: A Monte Carlo analysis of economic outcomes for a single alternative in a specific 1055 

water withdrawal and climate scenario using the hydro-economic simulation model. 1056 

Planning alternative (also referred to as alternative): A specific combination of design 1057 

features and operating rules. 1058 

Robust-decision making (RDM): A class of methods that are used to identify robust 1059 

strategies, or strategies that perform relatively well, compared to the alternatives, across a 1060 

wide range of plausible future scenarios. 1061 

Real options: Features of infrastructure or managerial systems that allow for physical 1062 

changes in configuration or operations to effectively respond to conditions that vary over 1063 

time (e.g., options to defer, expand, contract, abandon, switch use, or otherwise alter a capital 1064 

investment). 1065 

Recourse: The ability to take corrective action after an event has taken place. 1066 

Risk-taking strategy: The investment alternative that generates the highest upside NPV in 1067 

the scenario that produces the highest upside NPV for the largest number of alternatives. 1068 

Scenario: In this paper, a unique combination of hydrological and water demand conditions. 1069 

Upside NPV: The 90th percentile of the NPV distribution for a planning alternative in a 1070 

particular scenario. 1071 

 1072 

  1073 
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Figure legends 1074 

 1075 

Figure 1. The Nile watershed. Black lines show existing water control structures; circles 1076 

show locations for proposed hydropower projects in Ethiopia (adapted from Norplan-1077 

Norconsult, 2006) 1078 

 1079 

Figure 2. The relationships between risk (downside NPV) and rewards (upside NPV) for all 1080 

infrastructure bundles evaluated in  +15% inflow (top), no change in inflow (middle), and  –1081 

15% inflow (bottom) climate scenarios, for the three withdrawal conditions 1082 

 1083 

Figure 3. The relative performance metrics of the various preferred investment strategies: 1084 

conservative (highest worst case downside NPV), risk-taking (highest best-case upside 1085 

NPV), and balanced strategies that are not strictly dominated by these, across inflow 1086 

scenarios, with W0 (left) and W2 (right) withdrawals 1087 

 1088 

Figure 4. The maximum upside (high flow and low water withdrawals) and minimum 1089 

downside (low flow and high water withdrawals) of the different infrastructure development 1090 

paths. Black arrows depict movements that correspond to sequential dam projects (exercising 1091 

real options); red dotted arrows show the change in downside NPV that comes from 1092 

incorporating “downsizing” options into dam designs. 1093 

 1094 

Figure 5. The cost of alternatives that include the Renaissance Dam across model conditions, 1095 

in terms of expected NPV (top), lost upside (middle), and lost downside (bottom) 1096 

 1097 

Figure 6. The cost of waiting relative to balanced (top), conservative (middle), and  risk-1098 

taking (bottom) strategies1099 



Table 1. Summary of runoff and water demand scenarios 
  

Scenarios 
# of 

scenarios 
Description 

Water withdrawal conditions 
(Status quo, moderate and 
high development) 

3 

W0: Existing water withdrawals and regulating infrastructures 

W1: W0 withdrawals + half of potential expansion in Master Plans 
for Sudan and Ethiopia up to 1959 treaty allocations (for Sudan) 

W2: W0 withdrawals + all of potential expansion in Master Plans 
for Sudan and Ethiopia up to 1959 treaty allocations (for Sudan) 

Hydrological conditions 7 
Range from –15% to +15% of mean annual historical runoff in 

increments of 5% 

Total 21 (7 x 3)  
 
Notes: Demand scenarios correspond to three levels of water withdrawals in the Blue Nile as informed by Country 
Master Plans; Uniform and stationary % changes are applied to historical runoff for the hydrological conditions  
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Table 2. Summary of studies of historical climate trends and future projections for the Nile Basin 
 
Source  Analysis Summary 
Elshamy et al., 
2000 

TAR Projections 
(2050) 

2°–4.3° C increase over Nile Basin; 3°–4° C increase in 
Northern Sudan and Egypt 

–22 to +18% change in precipitation 
Conway, 2000 Historical trends No precipitation trend over Blue Nile 
Hulme et al., 2001 Historical trends  

 (20th Century) 
0.5° C increase in Africa, 0.6° C in Ethiopia 

Nyssen et al., 2004 Historical trends No precipitation trend over highlands in Ethiopia / Eritrea 
Sayed and Nour, 
2006 

TAR Projections –2 to +11% change in Blue Nile precipitation; 
–1 to +10% change in White Nile precipitation 
–14 to + 32% inflows to Lake Nasser 

SNC-Lavalin, 
2006 

TAR Projections for 
A1B (2050) 

+7.4% mean increase in precipitation in Equatorial Lakes 
(Range: +4.3 to 14.2%) 

+23% change in inflows to Southern Nile (Range: +4 to 
37%) 

IPCC, 2007 AR4 Projections Increased rainfall over Nile Equatorial Lakes Region, 
GCMs inconsistent over Ethiopia and Sahel 

Conway et al., 
2007 

AR4 Projections for 
A2, B1 (2050) 

+2.2° C mean increase in Ethiopia (Range: +1.4 to 2.9) 
+1% to 6% mean increase in precipitation in Ethiopia 

Beyene et al., 2007 AR4 Projections 
(Three periods) 

Mean precipitation: +15% (2010–2039); –2% (2040–2069); 
–7% (2070–2099) 

Inflows at Aswan: –16% (2070–2099) 
Elshamy et al., 
2008 

AR4 Projections for 
A1B (2081-2099) 

2-5° C increase over Nile Basin 
+2.4% change in precipitation (Range: –15% to +14%) 
+2-14% increase in potential evapotranspiration 
–15% mean change in runoff (Range: –60 to +40%) 

McCluskey, 2008 TAR Projections for 
A2, B2 (2050, 2080) 

Slight mean increases in precipitation; decreases in runoff 
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Table 3. Summary of project features  

Feature  Single Dams  2-Dam Cascade 3-Dam Cascade 4-Dam Cascade 

Configuration a 

 

 

Karadobi  
Beko Abo  
Mabil  
Mendaya 
Border 

Karadobi + Mabil 
Karadobi + Mendaya  
Karadobi + Border  
Beko + Mendaya 
Beko + Border 
Mabil + Border 
Mendaya + Border  

Karadobi + Mabil + Border 
Karadobi + Mendaya + Border 
Beko + Mendaya + Border 
Mabil + Mendaya + Border  

Karadobi + Mabil + 
Mendaya + Border 

Sequencing 
Upstream to downstream 
Downstream to upstream 

Upstream to downstream 
Downstream to upstream 

Upstream to downstream 
Downstream to upstream 

Upstream to downstream 
Downstream to upstream 

Timing b  No timing feature  
10 years apart 
20 years apart 

10 years apart 
20 years apart 

10 years apart  
20 years apart 

Sizing c  

Small 
Medium  
Large  
 
 
 
 
 
 
 
 
 
 

All small  
All medium  
 
Small 1, medium 2 
Small 1, large 2 
Medium 1, small 2 
Medium 1, large 2 
Large 1, small 2 
Large 1, medium 2 
 
 
 
 

All small  
All medium  
 
Small 1, others medium 
Large 2, others small 
Small 2, others medium 
Large 2, others medium 
 
 
Small 3, others medium 
Large 3, others medium 
Large 3, others small 
  

All small  
 
 
 
 
 
 
 
 
 
 
 
Small 3, others med 

Operating Rule d  
Standard (Max HP)   
Strong coordination 

Standard (Max HP)   
Strong coordination 

Standard (Max HP)   
Strong coordination 

Standard (Max HP)   
Strong coordination 

 
a Not all configurations are possible with all sizes due to some upstream sites being flooded by larger downstream dams (e.g. a 
large dam at Border eliminates the option of a dam at Mendaya). 
b Slower timing was found to yield inferior NPV in all cases and was thus explored only for the middle-size dam combinations 
and hydropower operating rule. 
c Large sizing for Mendaya and Border; small/medium only for the other three sites due to limitations of previous studies.  
d With strong coordination, the Blue Nile minimum releases from reservoirs are increased when storage in the downstream High 
Aswan Dam drops below 60 bcm. These releases are specified as: Karadobi = 1; Beko Abo = 1.2; Mabil = 1.2; Mendaya = 2; 
Border = 2.4 (all in bcm/month).  
 



Table 4. Stability of “best” infrastructure choices under different water withdrawal conditions, given changing inflow scenario probabilities, in terms of expected 
NPV (Expected NPV and risk of NPV < 0 in parentheses, in billions of US$ and %, respectively) 

Case Inflow Scenario Probabilities W0 = Status quo withdrawals W1 = Moderate increase in withdrawals W2 = High increase in withdrawals 

 -15% -10% -5% +0% +5% +10% +15% 1 Dam 2 Dams 3 Dams 1 Dam 2 Dams 3 Dams 1 Dam 2 Dams 3 Dams 

A 1       
Beko (M) 

(18.3, 0.04) 

Beko (S) + 
Bord (S)  

(24.7, 0.12) 

Beko (S)  + 
Mend (S) + 

Bord (S) 
(26.4, 0.36) 

Beko (M)  
(17.1, 0.66) 

Beko (S)  + 
Bord (S)  

(22.9, 1.2) 

Beko (S) + 
Mend (S) + 

Bord (S) 
(24.5, 1.3) 

Beko (S)  
(15.4, 1.8) 

Beko (S) + 
Bord (S)  

(21.1, 2.6) 

Beko (S) + 
Mend (S) + 

Bord (S) 
 (22.6, 2.4) 

B 1/2 1/2      
Beko (M) 

(20.0, 0.03) 

Beko (M) + 
Bord (S)  

(27.3, 0.23) 

Beko (S) + 
Mend (S) + 

Bord (S) 
(28.9, 0.19) 

Beko (M)  
(19.2, 0.33) 

Beko (M)  + 
Bord (S)  

(25.5, 0.94) 

Beko (S) + 
Mend (S) + 

Bord (S) 
(27.1, 0.74) 

Beko (M)  
(17.3, 1.1) 

Beko (M) + 
Bord (S)  

(23.2, 2.2) 

Beko (S) + 
Mend (S) + 

Bord (S) 
 (24.8, 1.6) 

C 1/3 1/3 1/3     
Beko (M) 

(21.8, 0.03) 

Beko (M) + 
Bord (S)  

(29.8, 0.15) 

Beko (M) + 
Mend (S) + 
Bord (M) 
(31.5, 1.4) 

Beko (M)  
(21.0, 0.33) 

Beko (M)  + 
Bord (S)  

(28.0, 0.63) 

Beko (S) + 
Mend (S) + 

Bord (S) 
(29.5, 0.49) 

Beko (M)  
(19.2, 0.75) 

Beko (M) + 
Bord (S)  

(25.5, 1.5) 

Beko (S) + 
Mend (S) + 

Bord (S) 
 (27.0, 1.1) 

D 1/4 1/4 1/4 1/4    
Beko (M) 

(23.2, 0.02) 

Beko (M) + 
Bord (M)  

(32.1, 0.37) 

Beko (M) + 
Mend (M) + 

Bord (M) 
(34.9, 1.1) 

Beko (M)  
(22.4, 0.17) 

Beko (M)  + 
Bord (S)  

(29.9, 0.47) 

Beko (M) + 
Mend (S) + 
Bord (M)  
(31.4, 2.7) 

Beko (M)  
(20.6, 0.57) 

Beko (M) + 
Bord (S)  

(27.3, 1.2) 

Beko (S) + 
Mend (S) + 

Bord (S) 
 (28.9, 0.8) 

E 1/5 1/5 1/5 1/5 1/5   
Beko (M)  

(25.3, 0.02) 

Beko (M) + 
Bord (M)  

(35.4, 0.30) 

Beko (M) + 
Mend (M) + 

Bord (M) 
(38.6, 0.9) 

Beko (M)  
(24.9, 0.13) 

Beko (M)  + 
Bord (M)  
(33.3, 1.1) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(35.8, 2.1) 

Beko (M)  
(23.0, 0.45) 

Beko (M) + 
Bord (S)  

(30.6, 0.92) 

Beko (M) + 
Mend (S) + 
Bord (M)  
(32.5, 3.7) 

F 1/7 1/7 1/7 1/7 1/7 1/7 1/7 
Beko (M)  

(28.7, 0.01) 

Beko (M) + 
Bord (L)  

(41.0, 0.94) 

Beko (M) + 
Mend (M) + 

Bord (M) 
(44.4, 0.6) 

Beko (M)  
(28.6, 0.09) 

Beko (M)  + 
Bord (M)  

(39.3, 0.77) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(42.4, 1.5) 

Beko (M)  
(27.0, 0.32) 

Beko (M) + 
Bord (M)  
(36.3, 1.5) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(39.2, 2.6) 

G   1/5 1/5 1/5 1/5 1/5 
Beko (M)  
(32.1, 0.0) 

Beko (M) + 
Bord (L)  

(47.3, 0.01) 

Beko (M) + 
Mend (M) + 

Bord (M) 
(50.8, 0.0) 

Beko (M)  
(32.3, 0.0) 

Beko (M)  + 
Bord (L)  

(45.8, 0.16) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(49.1, 0.09) 

Beko (M)  
(30.9, 0.01) 

Beko (M) + 
Bord (M)  

(41.9, 0.19) 

Beko (M) + 
Mend (M) + 

Bord (M)  
 (45.6, 0.52) 

H    1/4 1/4 1/4 1/4 
Beko (M)  
(33.8, 0.0) 

Beko (M) + 
Bord (L)  

(50.5, 0.0) 

Beko (M) + 
Mend (M) + 

Bord (M) 
(53.8, 0.0) 

Beko (M)  
(34.2, 0.0) 

Beko (M)  + 
Bord (L)  

(49.3, 0.03) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(52.4, 0.02) 

Beko (M)  
(32.8, 0.0) 

Beko (M) + 
Bord (L)  

(45.3, 0.29) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(49.0, 0.18) 

I       1 
Beko (M)  
(40.5, 0.0) 

Beko (M) + 
Bord (L)  

(60.8, 0.0) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(63.9, 0.0) 

Beko (M)  
(41.0, 0.0) 

Beko (M)  + 
Bord (L)  

(61.2, 0.0) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(63.6, 0.0) 

Beko (M)  
(40.6, 0.0) 

Beko (M) + 
Bord (L)  

(59.4, 0.0) 

Beko (M) + 
Mend (M) + 

Bord (M)  
(62.5, 0.0) 

 
Notes: Cases are constructed by assigning specific probabilities to flow scenarios for the purposes of illustration. Dark lines indicate where the best choice (in terms of highest 
expected NPV) of infrastructure features changes. Sizes indicated by: (S) Small; (M) Medium; (L) Large. 
 



Table 5. Summary of best performing alternatives, in terms of downside, expected, and upside NPV (in 2010 US$)  
 

Combination 
Worst case scenario downside NPV  
 (–15_W2) 

Mid case scenario expected NPV 
 (+0_W1) 

Best case scenario upside NPV  
 (+15_W0) 

1-Dam 
Beko Abo (S), coordinated operation 
 5.6 billion 

Beko Abo (M), coord. operation 
 26.7 billion 

Beko Abo (M), coord. operation 
 67.8 billion 

2-Dams 
Beko (S) + Border (S), coord. operation 
 5.8 billion 

Beko (M) + Border (M), hydro-based 
operation 

 36.1 billion 

Beko (M) + Border (L), hydro-based 
operation 

 105.3 billion 

3-Dams 
Beko (S) + Mend (S) + Border (S), 

coord.operation 
 5.1 billion 

Beko (M) + Mend (M) + Border (M), coord. 
operation  

 39.4 billion 

Beko (M) + Mend (M) + Border (M), coord. 
operation  

 114.4 billion 

4-Dams 
Kar (S) + Mab (S) + Mend (S) + Border (S), 

coord. operation 
 -0.8 billion 

Kar (S) + Mab (S) + Mend (S) + Border (S), 
coord. operation 

 22.7 billion 

Kar (S) + Mab (S) + Mend (M) + Border (S), 
coord. operation 

 72.9 billion 

 
Notes: Shading indicated “best” configuration in terms of a specific criterion (by column); 10-year timing always dominates, as does upstream to downstream 

sequencing. Sizes indicated by: (S) Small; (M) Medium; (L) Large. In this particular application, the “best” performing combination of infrastructures is not 
sensitive to the definition of the metric used to measure upside potential (90th or 99th percentile); however, the small Beko Abo dam becomes “best” (instead 
of the two-dam combination that also includes Border) the grounds of downside NPV when the 1st percentile is used for downside risk. 

 
 


